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Abstract

Thispaperpresentsa work we havedoneon the motionde-
tectionin the context of an outdoortraffic scenefor visual
surveillancepurposes.Our motion detectionalgorithm is
basedboth on badkgroundsubtactionandthreeframedif-
ference We proposequite innovative solutionsfor denois-
ing, blobsfilling and shadowdetectionwithout exploiting
any a priori knowledg. Actually methodgpresentechere
havebeenfully setuponly for the formertednique Target
sequencés madeof 8-bits grey level still images,taken at
30 fps. This application works off line at 8 fps on a 800
MHz Pentiumlll computer

1. Intr oduction

Visual surweillance applicationsmostly rely in their first
processingtepregardingsomekind of moving objectsde-
tection. Our researchocusse®n outdoorgrey level image
sequencetaken by onestationarycamerawith a fixedfo-
cal length and a high depthof field. The final goalis to
developaneffective visualsuneillanceapplication,in spite
beingusedasgeneralpurpose.This shouldwork at a high
framerateandshouldexploit thesimplestimageprocessing
operations.

Ourapplicationfulfills thefollowing threecriteria. First,
no a priori knowledgeis usedin orderto detectforeground
objects. Second,all foregroundobjectsare detectedwith
high definition, i.e. we usecontourlines insteadof bound-
ing boxesto highlight them. Third, shadavs shouldbere-
moved without exploiting ary a priori knowledgeaswell,
for exampletheir direction.

Typicalrobustvisualsuneillanceapplicationsuseframe
differencingtechniquesn orderto detectunusualmotion.
In this case we aredevisinganhybrid algorithmbasecdoth
on backgroundsubtractionand temporalframe difference.
The outcomeof this algorithm presentsa lot of falsesig-
nalsbothin termsof noiseandnon-interestingoreground,
suchasshadavs. Our main interest,during this stage,is
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concernedvith the falsepositivereductionstep,sothatthe
overall computatiordoesnot becomeneavier.

Therefore,we setuptwo novel methods,actually fully
working just on the outcomeof the backgroundsubtraction
technique.

Thefirstalgorithmaccomplishes onestepbothdenois-
ing andblobsfilling. Thisreduceghefinal numberof false
detectedblobs by achieving, in the meantime a very high
definition of the correctly detectedobjects. For this pur-
pose,the algorithm finds out and exploits somestructural
featuresof the objects.

Thesecondnethoddealswith moving shadev detection
andits removal. It is madeof two parts,actingindepen-
dentlyto eachother By exploiting foregroundphotometric
propertiesgachof themis ableto discover shadevs show-
ing different features. The operationsare gradient-based
and basicallyrely on the assumptiorthat shadavs due to
differentobjectskeepsomepropertiesacrosgheframes.

Actually, our systemis ableto detectup to 20 blobsat
8 fps on an entry-level PC. The target sequencdasbeen
taken from a daytime (and sunry!) traffic scene. The al-
gorithm, runningbothon Unix-like andwindows OS’s, has
beenfully writtenin ANSI C.

1.1 Previous Work

Thereare diverseexamplesof visual suneillance system
for outdoorscenesinvolving vehiclesor pedestriansOne
of the mostfamousis probablyVSAM [1]. Thatsystem,
aryway, doesnot dealwith shadevs. In addition,images
thatauthorsusecomefrom arelatively low depthof field.

In [2], authorsshav examplesof one pedestriars shadev

detectionwith no depthof field. The systemdescribedn

[3], removesshadavs of two pedestriandut usesstereo-
baseddetection.At last,[4] usephotometricpropertiesve
will call transpareng andhomogeneity But someof their
a priori assumptionavhich regard shadev regionsinduce
their methodto detectonly shadevs having a quite large
areacomparedvith the objectsitself.



2. The Visual Surveillance System

Sincethe purposeof our systenis to monitorthetraffic, the
startingpoint is to separatevehiclesand pedestriangrom
the background. A commonway is to useimage differ-
ence:pixel-by-pixel differencebetweersubsequeritages,
or betweereachimageandthebackgroundis performedso
asto identify regionswherethe grey level changesnostly
with respecto athresholdvalue.

In orderto performmotiondetectionwe have developed
an hybrid algorithm, through combining backgroundsub-
tractionandthree-framedifferencetechniques.Both these
methodssuffer from wavingtreesproblem. In ary caseas
discussedh [5], oneof themajordrawvbacksof background
subtractiontechniqueis dueto the fact of the waking per-
sons Ontheotherside,themainproblemwith thetemporal
framedifferencerule is theforegroundapertuie.

Neverthelesssinceit is the most appropriateinput in
orderto betterunderstandand appreciatehe methodswe
presentat this point herewe consideronly the outcomeof
the backgroundsubtractionoperation.Whereit is feasible
to have the backgroundtself at disposal,the background
subtractiormethodis suitablein orderto detectforeground
objects.

We have useda backgroundwhich hasbeenextracted
through exploiting statistical properties of the first 20
framesand have maintainedt up to dateover the remain-
ing frames. So, this methodcanbe employed eventhough
atraining periodwithout foregroundobjectsdoesnot allow
usto obtaina“directly measuredbackground.

Letusconsiderasequencérom astationarycameral et
I,(z) representheintensityvalueof the pixel z in thecur
rent frame and B, (z) the extractedbackground both at
timet = n (see(Eq.1)). Backgroundsubtractionis per
formedby markingary pixel z resultingfrom the absolute
differencethatis morethana prefixed threshold,asa fore-
groundpixel F,, (z).
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At the moment,the thresholdvalue T is keptconstanto
12. Fig.1 at left shavs the original frame with the mov-
ing objectswhich have beencontoured.Theimageat right
in Fig.1 shows the outcomeof the backgroundsubtraction
step. It hasbeenobtainedby relaxingthe thresholdopera-
tion in (Eg.1). For this reasonjt hassucha noisy appear
ance.Therefore the subsequengtageincludesa denoising
operationin orderto separaténterestingsignals(namely
foregroundregions) from this salt and peppernoise. Be-
sides theremainingregionsshouldbe connectedn logical
objects(blobg andtheir bordersshouldbe extracted.

As shawn in the next Section,our systemis ableto cope
with suchnoisyimagesthroughperformingdenoisingand

Figure 1: Original frame (left) and binary result after the
backgroundsubtractioroperation(right).

connectingoperationsn one step. This is achieveableby
applying a novel algorithm which yields to betterresults
with respectto the outcomeof the commonlyusederode
anddilate operations.

After denoisingandconnectingblobsrepresenthefore-
groundregions. On the otherhand,blobsmay be madeby
objectsandtheir shadavs. Thereforethelaststepconsists
in exploiting bothsomeintuitiveinformationandthe spatial
knowledgecollectedsofar aboutforegroundregions,soas
to find outandremove moving shadavs.

The traffic sequencave are studyinghasbeentaken at
30 fps andis of 210 frames. Imagesare 8-hits, grey level,
with resolutionof 384 x288. Thecameravasmountedona
tripod placedon a bridge,so the backgrounds static. The
algorithmhasnotbeenoptimizedtill now andit operate®ff
line on an entry-level Pentiumlll PC, 800MHz, 512 MB
RAM, at 8 fps. It hasbeenfully written in ANSI C and
worksunderWindows, SolarisandLinux OS’s.

2.1 Structural Analysisfor Denoising

Usually, in outdoorervironmentsfalsedetectedsignalsare
dueto differentreasongFig.1, right). For example,aran-
dom noisewhich shouldbe homogeneousver the whole
frameandin addition,smallmovementsn the sceneback-
ground,suchasmoving trees,or cameralisplacementdue
to wind load.

Oneof the mostusedmethodsio remove noiseconsists
into applying,oneor moretimes, morphologicaloperators
suchaserosion,dilatation, openingand closingto the bi-
naryimage.Thisapproachevealsthreedravbacks.First, it
is quitedifficult to find outtheright valuefor thekernelsize
andtheoperationssequenceSecondsmallforegroundob-
jectsmay be eliminated.Thethird andmoreimportantdis-
adwantages thatmorphologicabperationsnayoftenresult
into the object’s shapeandcontourdistortion.

Our methodaimsto give ameasuref howmud a pixel
belongsto a structuralwindowed region aroundit. Then,
by meansof local thresholdinghe interestingsignalis ex-
tracted.Thefirst stepis to definethe basicstructurewe in-
tendto find (Fig.2.a).In caseof binaryimage, ,we performa
logical “AND” betweerthe pixel pointedby the circle and



eachoneof its threeneighborhoodsWe thenlook for the
basicstructurein eachdirection (i.e., horizontal, vertical,
Fig.2.b).For example thekernelof Fig.2.bis appliedto the
9 differentsub-windavs of Fig.2.c.Finally, thevalueof the
centralpixel (the black pixel in Fig.2.c)is increasedy the
outcomeof all these'AND” operations. In Fig.3we shav
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Figure2: Structuringelementg(a), (b)) usedto analyzethe
neighborhoodtructure((c)).

Figure 3: Original frameafter our structuralanalysis(left)
andthe bestopeningoperationwith an appropriatekernel

(right).

acomparisorbetweertheoriginalframeafterour structural
analysigleft) andthebestopeningoperatiorwith anappro-
priatekernel(right). Eventhoughthe quality of the printed
figuresdoesnotallow to fully appreciateesultswe seethat
our methodeliminatesisolatednoisein a betterway andin

the meantimereconstructblobs’ inner structurein a better
way.

Our methodis a sortof region growing algorithmwhich
propagateds structure.Thisleadsto havefuller blobswith
well defined andespeciallycontinuous edges At last, this
allows to extractthe chaincoderepresentindorderswith-
outary furtherheary computationastep,suchastheN-way
connection.

2.2 Shadow detection

Many algorithmsdetectingshadevstake into accountapri-
oriinformation,suchasthegeometryof thesceneandof the
moving objectsandthelocationof thelight source We aim
to avoid usingary suchknowledgein detectingshadavs.

Neverthelesswe exploit the following sourcesof informa-
tion.

First, moving shadavs in eachframe are connectedo
theirrespectie objectsfor themosttime - thisinvolvesspa-
tial information. Transpaency ashadav alwaysmakesthe
regionit coversdarker - thisinvolvestheappearancef sin-
gle pixels. Homaeneity researchn [4], [6] statethatthe
relationshipbetweerpixelswhenilluminatedandthe same
pixelsundershadaevsis roughlylinear; namely thisratio is
almost2 - this alsoinvolvesthe appearancef single pix-
els. Finally, a small and narrow strip centeredon a pixel
belongingto a shadev borderalways pertainsto two adja-
centregionsreferringto the sameobject- thisis concerned
with bothpixel appearancandspatialinformation.

We setuptwo differentmethods Thefirst algorithmaims
to find quitelargeshadavs, evenwhenthey join two differ-
entobjectsbelongingto oneblob. Thesecondneis ableto
find outshadavs evenwhenthey aresmallandnarrav. The
outcomeof thesetwo algorithmsarefinally OR’ed.

Thefirst stepis commonto bothmethodsandconsistsn
calculatingfor eachpixel (within the binarydetectedlobs)
theintensityratio Dg betweerthe backgroundBs andthe
currentframe Fg, afterthey have beensmoothed:

Ds = Bs/Fs 2

The ratio itself is further smoothed. The former method
aimsto definethe mostlikely shadev regions. This is ac-

complishedby studyingthe global histogramof the blobs
pixel valuesin a sampleof 20 framesof Dg (2), where
blobsarethe onesattainedby the structuralanalysisstage.
Actually, we multiply the numeratoiby a constanfactorso
asto increasethe scalesensitvity of resultandthusmake

thethresholdoperatioreasieito perform. Insidetheseblob-

definedareasthreegradientoperatorgi.e., horizontal ,ver-

tical, oblique)areappliedin orderto find roughlyhomoge-
neousregions. Again, the global histogramhasbeenstud-
iedto find theright thresholdfor gradientoperationsSince
shadaevs areregionswith similar valuesin Dg, whilst the
objectsareusuallycomposef significantlydifferentgrey

levels, the resultinghistogramshaows a robust peakin cor-

respondencef shadevs. This leadsto reliable threshold
values.The outcomeof this methodis shavn in theimage
atleft in Fig.4.

The secondalgorithmis basedon the edgegradientop-
erationandexploitsthelastinformationdescribedabove. If
we considera small orthogonalstrip of the shadev border
it alwaysdividesoneobject.We computetheedgegradient
alongtheblob bordersin Dg, by usinga x 2 sizedmask,
alwaysnormalto the edge. By thresholdingthe histogram
of theoutcomeof this gradienboperationwe divide theblob
borderinto mary segmentsof differentlength. Sincethe
longestcontinuoudinesarein correspondencef shadavs,
our hypothesishasbeenconfirmed. We have thereforede-



Figure 4: The outcomeof the first method(left) and the
edgegradientmethod(right).

velopedan algorithmin orderto cleanisolatedpoints or
smallsggments.In addition,whensegmentsaresufficiently
nearto eachother, they arejoined. Usually, we obtainone
openline sggmentfor eachshadev. Thelinesareclosedby
following the Dg blobs’ inner gradient,which definesthe
boundarybetweenobjectandshadav. The closedregions
soobtainedarethenfilled (Fig.4,right). Thearearesulting
from both methodss finally taken away from blobsprevi-
ouslyobtained.

3. Summary and Conclusions

This paper presentsthe work we are accomplishingfor

themotiondetectiorregardingvisualsuneillancepurposes.

Thetamgetsequences adaytimetraffic scenanvolving both
pedestrianaindvehicles. The final resultof our systemis
shawn in theimageatright in Fig.5. A total of 14 blobsis
detectedat 8 fps. All moving objectsarecorrectlyidenti-
fied andall shadaevs (hererelatedto blobs11 and12) have
beenremoved.

In spite of the fact that the depth of field makes the
thresholdoperationon the blobs’ areaquite unfeasible pur
structuralanalysismethodachieves a high specificity: for
example,in caseof frame of Fig.5, all detectedblobsare
really moving objects. In addition,the high definition fea-

Figure5: Theoriginal frame(left) andthefinal resultof our
system(right).

ture of the methodallows to detecttwo blobs separately
which are very close (3 and 4, on the upperright side of
Fig.5, right). At last, all blobs are indicatedby contour
lines, ratherthanby boundingboxes.

The methodwe arebuilding in orderto detectandwith
theintentionto remove moving shadaevsis positively work-
ing on differentkinds of shadavs. It exploits simple as-
sumptionsandpropertiesandit is basedn simplegradient
operationsHence the overall computatioris not heavy.

Actually, we areextendingthe structuralanalysisto grey
level imageswith the purposeof exploiting structural(and,
now, textural) shadev propertiesjn orderto remove them.
We arealsofinishingtheapplicationof thesemethoddo the
temporalframedifference.Very soon,we aregoingto start
thetrackingstage corvincedthatthe high definitionresults
of the presenstepmay give us somesupport.
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