
How to build
pattern recognition systems

Università di Bologna - CdL in Informatica

Analisi delle immagini
AA 2008/2009

April, 17 2009

Matteo Roffilli

roffilli@cs.unibo.it
http://www.cs.unibo.it/~roffilli



2

Prerequisites

1. Available time for 1 image/frame/etc
2. Available space for hardware: PC, cluster, 

mainframe, embedded, etc
3. Available budget for hardware: $$

a) Available memory: 128 MB, 1 GB, 1 TB
b) Available processor

4. Available time for developing
5. Available know-how of the developers
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Medical imaging PR system

1. 10 sec / image
2. PC
3. 1000 $

a) 2 GB RAM
b) <3 GHz dual/quad processor

4. Medium (1-3 years)
5. High-level
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WHAT to do
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CAD - Computer Aided Detection
GOAL: to aid the physicians/radiologists in detecting pathologies
1. to classify unknown images in 2 classes: diseased or healthy
2. to locate the lesion

REQUIREMENT: to find all lesions without prompting false signals

CADx - Computer Aided Diagnosis
GOAL: to aid the physicians/radiologists in diagnosing pathologies
1. to categorize detected pathologies in classes (eg: benign, cancer, 

type I, type II, etc)
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CAD in radiology

diseased

healthy

unknown

?

CAD GOAL: to aid the radiologist in detecting tumoral masses
1. to classify unknown images in 2 classes: diseased or healthy
2. to locate the lesions

REQUIREMENT: to find all lesions without prompting false signals
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CAD in cytology
CAD GOAL: to aid the radiologist in detecting tumoral cells
1. to classify unknown images in 2 classes: diseased or healthy
2. to locate the lesions
REQUIREMENT: to find all lesions without prompting false signals
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System overview
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Classical approach: detection

SEGMENTATION DETECTION ROIs

1. Based on appearance models (external knowledge)

2. Segmenting borders is a difficult task and some difficult masses are lost!

3. About 10-50 Regions Of Interest (ROIs)
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Convolution filter

°
°
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1.2 3.4 1.1 1.2 0.9 2.7 1.02 2.33 1.24 0.98 2.07 2.13 0.3 0.4 0.9 1.2 1.1 0.7
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Classical approach: Classification

Data representation 
Feature extraction

• Area

• Perimeter

• Size

• Intensity

• Shape

• …

• ANN

• RBF

• Bayesian
Networks

• Decision Tree

• Hand-made
classifiers

Classification

About 10-15 features
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Classical approach: Result

(1.2 , 62, ..., 3.5) no

(0.9 , 22, ..., 7.2) yes

(4.1 , 19 , ... , 3.4) no

(0.3 , 42 , ... , 2.4) no

(9.2 , 24 , ... , 1.8) yes

?

?

?

?

?

ROIs classified as positive are prompted on the original image
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The novel contributions of our work are mainly three:

1. the detection step is performed without the use 
of external knowledge

2. the feature extraction step is avoided

3. SVM and RVM are used as classifiers for the 
classification step

A novel brute force approach
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Detection

This detection produces about 100.000 ROIs
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HOW to do
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(1.2 , 62, ..., 3.5) no

(0.9 , 22, ..., 7.2) yes

(4.1 , 19 , ... , 3.4) no

(0.3 , 42 , ... , 2.4) no

(9.2 , 24 , ... , 1.8) yes

?

?

?

?

?

Computational overview

• Red blocks produce about 80% of 
computational cost.

• How can we improve the performance?

Efficient exploitation of memory/CPU bus!!!
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Data representation

• pixel

• wavelet

• ranklet

12 34 11 12 9 27 102 233 124 98 207 213 3 4 9 12 11 7
°°

°

°°
°

°°
°

1.2 3.4 1.1 1.2 0.9 2.7 1.02 2.33 1.24 0.98 2.07 2.13 0.3 0.4 0.9 1.2 1.1 0.7

NORMALIZATION

This vector identifies a point in a n-dimensional space (n ~ 4000)
Each element of the vector is a feature
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Memory access
Not efficient Efficient

Matrix float** Array float*
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Data representation storage

(1.2 , 62, ..., 3.5)

(0.9 , 22, ..., 7.2)

(4.1 , 19 , ... , 3.4)

(0.3 , 42 , ... , 2.4)

(9.2 , 24 , ... , 1.8)

Efficient

Array float*

~ 100’000 * 4000 float values
~ 4*4*10^8 bytes
~ 1.50 Giga bytes
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Data representation storage

(1.2 , 62, ..., 3.5)

(0.9 , 22, ..., 7.2)

(4.1 , 19 , ... , 3.4)

(0.3 , 42 , ... , 2.4)

(9.2 , 24 , ... , 1.8)

Efficient

Array float*

~ 100’000 * 4000 float values
~ 4*4*10^8 bytes
~ 1.50 Giga bytes

Only ASM/C/C++

can deal with efficient 
memory management !!!
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Computational Optimizations:
Do it faster!
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Overview

1. Hardware taxonomy
2. C programming language
3. The matrix-way of thinking about programs
4. BLAS
5. ATLAS
6. SIMD
7. GPU
8. IBM CELL BE
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SISD CPU (Standard)
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SIMD CPU (MMX,SSE,…)
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STREAM CPU (GPU)
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HYBRIB CPU (CELL BE)
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The C supremacy

1. Efficient code
2. Efficient compiler
3. Efficient linker
4. ANSI C is portable: Linux, Windows, etc
5. ANSI C will be always available (e.g. VB6 is dead!)
6. *ALL* O.S. are written in C
7. C can produce .SO/.DLL to be called by others
8. C is simple for algorithm implementation
9. By using C you can access SIMD instructions
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By using Support Vector Machine or Relevance Vector Machine a new image x is 
assigned to class +1 o –1 according to the following function:

An example of optimization target

Fast and easily parallelizable
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The standard iterative view
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The matrix view
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The matrix view - global
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1 CPU no SWAR

~ 3000 x 1500 x 10^5 x 2 ops 

~ 1000 Giga ops =

~ 5 minutes on 3 GHz CPU

Optimizing Dot product

Number of features ~ 3000

Number of SV ~ 1500

Number of samples ~ 100000

MUL MUL MULMUL

ADD ADD ADDADD

MUL MUL MULMUL

ADD ADD ADDADD

CPU 0 CPU 1

tn+1

tn

2 CPUs with SWAR

~ 3000 x 1500 x 10^5 x 2 ops /2 /4 

~ 125 Giga ops =

~ 0.5 minutes on 3 GHz CPUs
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Assembler built-in
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Assembler hand-made
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BLAS
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ATLAS
ATLAS (AutomaticallyTunedLinearAlgebra Software)

API BLAS (Basic LinearAlgebra Subroutine)
http://math-atlas.sourceforge.net/
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ATLAS download page
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Performance comparison

1000 1500 2000 2500 3000 3500 4000 4500 5000 55000

50

100

150

X: 5376
Y: 123

X: 5376
Y: 4

X: 5376
Y: 22

n

se
c

Performance comparison on AxB with A=[1024 x n] and B= [n x 2048]

C

SMP+SWAR

ATLAS

SVM Max 
speedup 100x
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The future computing devices
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GPU architecture
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GP-GPU “raw” programming
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GP-GPU CUDA programming
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IBM Cell BE
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IBM Cell BE HW
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