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Abstract. In this paper we present a novel approach to mass detection in digital 
mammograms. The great variability of the masses appearance is the main 
obstacle of building a mass detection method. It is indeed demanding to 
characterize all the varieties of masses with a reduced set of features. Hence, in 
our approach we decide not to extract any feature, for the detection of the 
region of interest; on the contrary we exploit all the information available on 
the image. No a priori knowledge and no appearance model are used. A 
multiresolution overcomplete wavelet representation is achieved, in order to 
codify the image with redundancy of information. The vectors of the very-large 
space obtained are classified by means of an SVM classifier. Training, 
validation and test are accomplished on images coming from USF DDSM 
database. The sensitivity of the presented system is 84% with a false-positive 
rate of 3.1 marks per image. 

1. Introduction 

The incidence of breast cancer among women has been increasing during last years 
and this cancer is one of the leading cause of death in civilized countries. 
Mammographic screening programs result in earlier detection of breast lesions, thus 
permitting earlier treatment. Masses and clustered microcalcifications are the most 
common lesions associated with the presence of breast carcinomas. The automatic 
detection of masses can be hampered by the wide diversity of their shape, size and 
subtlety. It is indeed very difficult for a CAD system to discover all types of lesion; 
the reason is that detection methods often rely on a feature extraction step: here the 
masses are isolated by means of a set of characteristics which describe the opacities. 
Due to the great variety of the masses, it is extremely difficult to get a common set of 
features helpful for every kind of masses. 

In this paper we present a mass detection system which does not rely on any 
feature extraction task; on the contrary, the algorithm automatically learns to detect 
the masses by the examples presented to it. In this way there is no a priori knowledge 



needed by the trainer: the only thing the system wants is a set of positive examples 
(masses) and a set of negative examples (non-masses). The detection scheme codifies 
the image with a wavelet overcomplete representation; the great amount of 
information handled by the algorithm is classified by means of a Support Vector 
Machine (SVM) classifier, a learning machine based on a well-founded statistical 
theory [1]. SVMs have already been applied to microcalcifications detection methods 
[2], giving rise to very good results. The advantages of SVM over other classifiers are 
that its setting is easier, it usually performs better on novel data and it is able to 
extract useful information in high-dimensional spaces. To improve SVM performance 
a bootstrap learning technique is performed. We validated the detection scheme with 
images coming from the USF DDSM database: images have a spatial resolution 
ranging from 43 to 50 µm and 12 bit gray-level resolution.  

2. Methods 
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Fig. 1. Scheme of the detection method. 
 

Figure 1 shows an overview of the CAD system presented in this paper. Since the 
system needs a fixed size crop (in our case 64×64 pixels), in order to detect masses of 
different size we first chose a window from the original image and then scale this 
window to a 64×64 crop, by means of a bilinear interpolation. The number of 
analyzed scales is strictly related to the range size of the masses we are interested in. 
A multiresolution analysis is then performed on the scaled crop, by transforming it 
with the Haar wavelet basis function. To exploit all the information available in the 
image, a redundant representation is obtained, by means of an overcomplete 
dictionary [3]. In the traditional wavelet transform, the wavelets do not overlap; they 
are shifted by the size of the wavelet support. An overcomplete transform allows the 
achievement of a richer set of features, with a shift equal to ½ (or ¼) of the size of the 
support of each wavelet. Unfortunately the number of coefficients obtained is 
extremely high: in our case more than 14000. These data represent the horizontal, 
vertical and diagonal coefficients of the considered levels in the multiresolution 
analysis. For each crop, we have a 14000 dimensional vector, which is used as input 
for the SVM classifier. SVMs are capable of learning in sparse, high-dimensional 
spaces, by using very few training examples. Once trained, the SVM classifies each 
crop and positive (suspect) regions are then stored and prompted. The system is able 
to detect lesions of different size; this is achieved by the shifting of a 64×64 window 
over the entire image combined with the scaling of the image, to get a multi-scale 
detection. 



The training of the system is obtained by presenting a set of 64×64 pixels windows 
containing masses (positive examples) and a set of crops without lesions (negative 
examples): this combined set forms the initial training database. While the positive 
examples are well defined, there are no typical negative examples. To overcome the 
problem of defining this extremely large negative class, a bootstrap technique is used: 
after the initial training, the system is retrained with false-positive examples added to 
the negative set. Those examples are obtained from the detection of images not 
present in the initial training set. This procedure is iterated until an acceptable 
performance is achieved. In this way the system is forced to learn by its own errors. 

3. Results and conclusion 

The CAD system has been tested on images coming from USF database; about 600 
images have been used: 300 for training, 150 for validation and 150 for test. In figure 
2 there is shown the performance of the detection algorithm on the test images. 
Results are promising, especially if we consider that those images contain masses of 
different types: oval, circumscribed, spiculated. It is also worth remarking that our 
procedure automatically extracts the useful information directly from the images, 
without needing an external set of features for classifying the suspect regions. 

50

60

70

80

90

100

0 1 2 3 4

False marks/image

Tr
ue

 p
os

iti
ve

 fr
ac

tii
on

 (%
)

5

 
Fig. 2. FROC of the CAD system. 
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